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PhD project: Nonlinear reduced models and machine learning in forward modeling and inverse problems

1. General context

Complex physical systems described by partial differential equations (PDEs) often involve extra parameters in addition to the usual time and space variables, that can be described by a vector \( y = (y_1, \ldots, y_d) \in Y \subset \mathbb{R}^d \). These parameters may represent physical properties such as the thermal or electric conductivity of a material, or geometrical properties such as the boundary of the domain. They may either be of deterministic or stochastic nature, depending on the considered application. In this general context, denoting by \( u = u(y) \) the solution to the PDE which is assumed to be well-defined in a suitable function space \( V \) for each \( y \in Y \), two principal classes of numerical problems are typically considered:

* Forward numerical simulation: the solution to the PDE is typically computed by a numerical (finite difference or finite element) solver. In applications where the solution needs to be computed for many different parameter values, repeated use of this solver becomes computationally intensive. One is thus led to search for a quickly computable and accurate approximation to the parameter-to-solution map \( y \mapsto u(y) \).

* Inverse problems: the exact value of the parameter \( y \) is unknown as well as the solution \( u = u(y) \), and one instead observes measurements in terms of a vector \( z = (z_1, \ldots, z_m) \in \mathbb{R}^m \) where \( z_i \) is the image of \( u \) by a linear functional \( \ell_i \) which models a sensing device, possibly affected by noise. Typical inverse problems are either to recover an approximation of \( u \) (state estimation) or of \( y \) (parameter estimation) from \( z \).

2. Linear reduced modeling

The last decade has witnessed an important development of linear reduced modeling strategies for efficiently tackling the above problems. These strategies aim at building linear spaces \( V_n \) of hopefully low dimension \( n \) that are specifically tailored to the approximation of all solutions to the parametric PDE gathered in the solution manifold \( \mathcal{M} := \{ u(y) : y \in Y \} \).

Examples of linear reduced models include proper orthogonal decompositions, reduced basis, or sparse polynomial expansions [6]. They contrast with standards approximation tools such as polynomials, finite elements, Fourier series or wavelets, which are designed to approximate well all sufficiently smooth functions, and are not specifically adapted to \( \mathcal{M} \). In contrast, it was shown in [1] that reduced basis spaces generated by snapshots \( u_i = u(y^i) \), where \( y^1, \ldots, y^n \in Y \) are properly selected, have optimal approximation performance, comparable to the Kolmogorov \( n \)-width \( d_n(\mathcal{M}) \) which is the minimum of \( \text{dist}(\mathcal{M}, E)_V \) taken over all spaces \( E \) of dimension \( n \).

These approaches have proved to be successful for a large class of problems including linear and nonlinear elliptic and parabolic PDEs, with parameters entering the coefficients and domain geometry in various ways. However, they fall short when solutions exhibit parameter dependent discontinuities or sharp transitions, which are typical in hyperbolic conservation laws or transport dominated problems. In fact, for these problems, the Kolmogorov \( n \)-width decays slowly with \( n \), and therefore linear methods are doomed to perform poorly. Relevant examples where this difficulty arises can be found in the field of fluid dynamics. In the thesis, we will focus on two applications: one from hemodynamics related to forward and inverse problems in blood flows in carotid arteries. The second application is related to the rapid reconstruction of air pollution maps in the city of Paris. For both problems we will have access to real data from ongoing collaborations with medical doctors and a company called Numtech working in the field of pollution cartography.
3. Objective of the thesis

The objective of the PhD thesis is the development, analysis and practical implementation of fast and nonlinear model reduction strategies for the aforementioned classes of problems. One important ingredient for this will be to combine physical modeling exploiting the PDE structure with data driven strategies which have been highly developed in a machine learning context.

In forward numerical simulation, one first approach to be tested will be non-intrusive: a finite number of snapshots $u_i$ is generated by a high resolution solver, and the approximation to the solution map is computed by interpolating these snapshots in a nonlinear way. This may be thought as a high-dimensional regression problems where the data are generated by the user, and cannot be too many since each sample costs one run of the solver. Nonlinear strategies from machine learning such as deep neural networks or random forest, will be adapted to this setting and compared to other nonlinear approximation strategies such as rational fractions. One main difficulty to be addressed is how to adapt these strategies so that the resulting numerical solutions preserve the physical properties of the model, such as maximum principle or mass conservativity. This will lead to also consider intrusive approaches where reduced order numerical schemes will be developed via a data-driven strategy (for example in the computation of the numerical fluxes).

In inverse problems, the starting point will be the Parametrized Background Data Weak (PBDW) state estimation method introduced in [9] which builds up on linear reduced modeling: defines the estimate $\tilde{u}$ by minimizing the distance from $V_n$ among all elements $v \in V$ which agree with the measurement vector $z$. This approach has the advantage of being easy to implement and coming with certified error bounds [2]. It can be viewed as a deterministic alternative to Bayesian inversion [7] which searches for a plausible solution based on a probabilistic prior. PBDW will serve as a first building block towards nonlinear state estimation strategies. One typical avenue will be to consider an offline selected collection of reduced basis spaces, through a proper splitting of parameter space, each of them leads to a different estimator through the PBDW method. Then, statistical techniques of classification, model selection or aggregation [8, 10] will be employed for the derivation of a final estimator. The envisaged strategies thus combine ideas from statistical estimation and machine learning with reduced modeling techniques. It will also be interesting to compare them with “learning only” strategies that instead ignore the model and only operate from large data sets. As already brought up, we will apply our methodology to applications from hemodynamics and air pollution.

1 PhD supervisors

The PhD will be supervised by Prof. Albert Cohen from Sorbonne University, Laboratoire Jacques Louis Lions (LJLL), and Assistant Prof. Olga Mula from Paris Dauphine University, Centre de Recherche en Mathématiques de la Decision (Ceremade).

Prof. Cohen is a specialist in nonlinear approximation theory and has contributions in different topics like wavelet and harmonic analysis. His current research is focused on high-dimensional problems whose efficient numerical treatment is challenged by the so-called curse of dimensionality. One relevant application in this area are direct and inverse problems involving parametric PDEs and the development of reduced modeling techniques to overcome the high-dimensionality. Ass. Prof. Mula is a numerical analyst specializing in model reduction of parametrized PDEs and their application to real-life inverse problems. She has also contributions on the numerical solution of transport dominated problems. Relevant works of the supervisors related to the present project are [1, 2, 3, 4, 5].
2 Candidate’s profile

The PhD student should have a training background in physical and numerical modeling with PDEs, as well as in data science.
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